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[Ma22] Marburger-Bund: Zu wenig Personal, zu viel Bürokratie, unzulängliche Digitalisierung  (quotation translated from German)

If almost 60 percent of our members say that they spend three hours or more

of every working day on administrative tasks, they cannot be there for their

patients during this time. I simply think it’s a scandal how much manpower and

working time is wasted on data collection and documentation.

- Chairman of the „Marburger Bund“, Dr. Susanne Johna (2022)

https://www.marburger-bund.de/sites/default/files/files/2022-08/2%20-%20Pressemitteilung_0.pdf
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Motivation
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[Go22] Gordon, R.: Large language models help decipher clinical notes

[Ay23] Ayers, J., Poliak, A., Dredze, M., et al.: Comparing Physician and Artificial Intelligence Chatbot Responses to Patient Questions Posted to a Public Social Media Forum

[Mi23] Microsoft: BioGPT: generative pre-trained transformer for biomedical text generation and mining 

https://news.mit.edu/2022/large-language-models-help-decipher-clinical-notes-1201
https://jamanetwork.com/journals/jamainternalmedicine/article-abstract/2804309
https://twitter.com/MSFTResearch/status/1618647707135918088?s=20


Background: What are KELMs?
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[Wa21a] Wang, R., Tang, D., Duan, N., Wei, Z., Huang, X., Ji, J., Cao, G., Jiang, D., Zhou, M.: K-ADAPTER: Infusing Knowledge into Pre-Trained Models with Adapters 
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https://aclanthology.org/2021.findings-acl.121.pdf


Background: What are KELMs?
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[Lu21] Lu, Q., Dou, D., Nguyen, T.H.: Parameter-Efficient Domain Knowledge Integration from Multiple Sources for Biomedical Pre-trained Language Models
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Medical natural language inference task (NLI):

• Patient Premise: No history of blood clots or DVTs, has never had 
chest pain prior to one week ago

• Hypothesis: Patient has angina

• Correct Classification: Entailment 

• Correct classification more likely if model specifically “knows” that 
angina refers to chest pain

• Approach: For each disease, synonyms and knowledge triplets are 
collected from ontologies/knowledge graphs

• Inject knowledge by some knowledge enhancement technique
(e.g., train adapters via a masked language modeling (MLM) 
objective)

https://aclanthology.org/2021.findings-emnlp.325/
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Medical natural language inference task (NLI):

• Patient Premise: No history of blood clots or DVTs, has never had 
chest pain prior to one week ago

• Hypothesis: Patient has angina

• Correct Classification: Entailment 

Correct inference more likely if model specifically learned 
synonyms and relations

• Approach: For each disease, knowledge triplets are collected from 
knowledge graphs

• Inject knowledge through knowledge enhancement technique
(e.g., train adapters via a masked language modeling (MLM) 
objective)

https://aclanthology.org/2021.findings-emnlp.325/


Background: What are KELMs?

© sebis 9

[We21a] Wei, X., Wang, S., Zhang, D., Bhatia, P., Arnold A.: Knowledge Enhanced Pretrained Language Models: A Compreshensive Survey

[Wa21a] Wang, R., Tang, D., Duan, N., Wei, Z., Huang, X., Ji, J., Cao, G., Jiang, D., Zhou, M.: K-ADAPTER: Infusing Knowledge into Pre-Trained Models with Adapters 
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Relevance

• Active research area

• Can address hallucinations

• Superior performance over vanilla LMs

Shortcomings

• Long Training Periods

• Catastrophic forgetting

Lightweight “Adapters”

Approach Variety

• Input Focused

• Architecture Focused 

• Output Focused

https://arxiv.org/pdf/2110.08455.pdf
https://aclanthology.org/2021.findings-acl.121.pdf


Background: What is an Adapter?
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[Pf20a] Pfeiffer, J., Rücklé, A., Poth, C., Kamath, A., Vulić, I., Ruder, S., Cho, K., Gurevych, I.: AdapterHub: A Framework for Adapting Transformers
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[Va17] Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., et al.: Attention Is All You Need

https://arxiv.org/abs/2007.07779
https://arxiv.org/abs/1706.03762
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https://arxiv.org/abs/2007.07779
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Background: Evaluation Tasks
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[Gu20] Gu, Y.,Tinn, R., Cheng, H., et al.: Domain-Specific Language Model Pretraining for Biomedical Natural Language Processing

Dataset Task Train Dev Test EvaluationMetrics

HoC DocumentClassification 1295 186 371 MicroF1

PubMedQA QuestionAnswering 450 50 500 Accuracy

BioASQ QuestionAnswering 670 75 140 Accuracy

MedNLI Natural Language Inference 11232 1395 1,422 Accuracy

Biomedical Language Understanding 

and Reasoning Benchmark

https://paperswithcode.com/paper/domain-specific-language-model-pretraining


• Systematic Literature Review (SLR)

RQ1: What adapter-based approaches to knowledge-enhancement exist, and how 
do they compare to each other?

• SLR

• Thesis experiments with OntoChem KGs

RQ2: Can we improve existing approaches with new methods and data from a 
private ontology?

• Research survey

RQ3: Is the research on biomedical KELMs relevant to medical professionals, and 
what factors hinder or support the deployment of the technology in practice?

Research Questions
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Systematic Literature Review
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SLR: Methodology
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Criteria Inclusion Criteria Exclusion Criteria

Platforms Papers published on ACM, ACL , or IEEE Xplore Papers from other platforms (if not essential)

Search String

Papers matching the search string ("adapter" OR "adapter-

based") AND ("language model" OR "nlp" OR "natural 

language processing") AND ("injection" OR "knowledge") Papers that do not match the search string  

Thematic Relation

Papers which address the topic of adapter-based knowledge-

enhanced language models 

Papers where Adapters were used for NLP, but for 

use-cases other than knowledge-enhancement

Language Papers written in English or in German are included. Papers not written English or German

Publication Date

Papers published after February 2, 2019 (publication of the 

Houlsby Adapter, the first LLM adapter) Papers published before February 2, 2019 

Duplicates Publications not yet part of the selection process Duplicate versions of the same Papers

[Ki09] Kitchenham, B., Brereton, P., Budgen, D., et al.: Systematic literature reviews in software engineering – A systematic literature review

https://doi.org/10.1016/j.infsof.2008.09.009


SLR: Results
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SLR: Results
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SLR: Results
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RQ1: What adapter-based approaches to knowledge-enhancement exist, 
and how do they compare to each other?

• SLR

• Thesis experiments

Can we improve existing approaches with new methods and data from a 
private ontology?

• Research survey

Is the research on biomedical KELMs relevant to medical professionals, and 
what factors hinder or support the deployment of the technology in practice?

SLR: Summary
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SLR: Summary
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• The SLR portrayed, analysed, and compared existing 

approaches

• We found the best setting for our model experiments

• We provide a novel and extensive resource for other 

researchers in the field



• Systematic Literature Review (SLR)

RQ1: What adapter-based approaches to knowledge-enhancement exist, and how 
do they compare to each other?

• SLR

• Thesis experiments with OntoChem KGs

RQ2: Can we improve existing approaches with new methods and data from a 
private ontology?

• Research survey

RQ3: Is the research on biomedical KELMs relevant to medical professionals, and 
what factors hinder or support the deployment of the technology in practice?

Model Experiments
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Model Experiments: Methodology
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[On23] Ontochem: SciWalker platform

https://sciwalker.com/analytics/factfinder


Model Experiments: OntoChem Knowledge Graphs
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Model Experiments: OntoChem Knowledge Graphs
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Model Experiments: Methodology
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[Me21] Meng, Z., Liu, F., Clark, T., et al.: Mixture-of-Partitions: Infusing Large Biomedical Knowledge Graphs into BERT

[Pf21] Pfeiffer, J., Kamath, A., Rücklé, A., et al.: AdapterFusion: Non-Destructive Task Composition for Transfer Learning

https://api.semanticscholar.org/CorpusID:237485295
https://arxiv.org/pdf/2005.00247.pdf


Model Experiments: Results 
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[Gu20] Gu, Y.,Tinn, R., Cheng, H., et al.: Domain-Specific Language Model Pretraining for Biomedical Natural Language Processing

[Me21] Meng, Z., Liu, F., Clark, T., et al.: Mixture-of-Partitions: Infusing Large Biomedical Knowledge Graphs into BERT

https://paperswithcode.com/paper/domain-specific-language-model-pretraining
https://api.semanticscholar.org/CorpusID:237485295


Model Experiments: Results 
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[Gu20] Gu, Y.,Tinn, R., Cheng, H., et al.: Domain-Specific Language Model Pretraining for Biomedical Natural Language Processing

[Me21] Meng, Z., Liu, F., Clark, T., et al.: Mixture-of-Partitions: Infusing Large Biomedical Knowledge Graphs into BERT

https://paperswithcode.com/paper/domain-specific-language-model-pretraining
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Model Experiments: Results (Qualitative Probing)

Question: Can Diazepam be beneficial in the 

treatment of traumatic brain injury? 

Context: The present experiment examined 

the effects of diazepam, a positive 

modulator at the GABA(A) receptor, 

on survival and cognitive

performance in traumatically 

brain-injured animals. 

Predictions: BioLinkBERT: no

BioLinkBERT

+OntoType20Rel: yes

True Label: yes
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[On23] Ontochem: SciWalker platform

https://sciwalker.com/analytics/factfinder


RQ2: Can we improve existing approaches with new methods and data from 
a private ontology?

• Research survey

Is the research on biomedical KELMs relevant to medical professionals, and 
what factors hinder or support the deployment of the technology in practice?

RQ1: What adapter-based approaches to knowledge-enhancement exist, 
and how do they compare to each other

Model Experiments: Summary
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• We were able to improve KELMs with OntoChem KGs

• We proposed Onto20Rel and OntoType20Rel

• Diversification of KG Sources



• Systematic Literature Review (SLR)

RQ1: What adapter-based approaches to knowledge-enhancement exist, and how 
do they compare to each other?

• SLR

• Thesis experiments with OntoChem KGs

RQ2: Can we improve existing approaches with new methods and data from a 
private ontology?

• Research survey

RQ3: Is the research on biomedical KELMs relevant to medical professionals, and 
what factors hinder or support the deployment of the technology in practice?

Research Survey
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Research Survey: Methodology
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• Extent: Twenty questions, including a brief introduction 
to biomedical NLP

• Targeting: Medical centres and hospitals in Munich and 
the surrounding countryside, student groups at TUM and 
LMU, personal contacts of the authors and advisor

• Related work: Survey focus on NLP in biomedicine not 
yet represented in literature. Comparison with survey on 
AI in general 

[Sc21] Scheetz, S., Rothschild, P., McGuinness, M., et al.: A survey of clinicians on the use of artificial intelligence in ophthalmology, dermatology, radiology and Radiation Oncology

https://www.nature.com/articles/s41598-021-84698-5


Research Survey: Results
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• Participants: 34 participants, with 33 usable 

questionnaires 

• Distribution: 25 students, 8 medical professionals

▪ Experience levels from <5 to >30 years

▪ Specialties vary strongly across medical disciplines

➢ Preliminary survey in preparation for survey at TUM 

Klinikum rechts der Isar (MRI) 



Research Survey: Results
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Research Survey: Results
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ConcernsChances



Research Survey: Results
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“For me, teaching and training needs to be more rigorous so that those using the technology can 

detect potential issues. I do think that a free chatbot replacing an expensive doctor’s visit to tell you 

that you need bed rest and plenty of water is viable, but I think that it will take a decade to become 

mainstream.” 

- Medical student

“More information about possible use cases should be provided in training. Also, experts should be 

hired who, in collaboration with doctors, can devise customized strategies or concepts tailored to 

individual needs." 

- Pathologist, 10-20 years of experience,

translated from German

Responses edited for readability and privacy



RQ3: Is the research on biomedical KELMs relevant to medical professionals, and 
what factors hinder or support the deployment of the technology in practice?

• SLR

• Thesis experiments

RQ2: Can we improve existing approaches with new methods and data from a 
private ontology?

RQ1: What adapter-based approaches to knowledge-enhancement exist, and 
how do they compare to each other

Research Survey: Results

© sebis 41161023 Alexander Fichtl Master Thesis Final Presentation

• The medical community is gaining familiarity with NLP 

and LLMs

• Participants recognize and anticipate chances and 

advantages

• There are prevalent concerns, like data security and the 

impact on the doctor-patient trust relationship, but notably 

not regarding model performance



Shortcomings and Future Research

Main Shortcomings:

• Incomplete KGs

• Survey Response Rates

Future Research Opportunities:

• OntoChem Potential

• KG Merging

• …

© sebis161023 Alexander Fichtl Master Thesis Final Presentation 42



Thanks!
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Appendix A: PubMedQA
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[Ji19] Jin,Q., Dhingra, B., Liu, Z., Cohen, W., et al.: PubMedQA: A Dataset for Biomedical Research Question Answering

https://arxiv.org/abs/1909.06146


Appendix B: Transformers
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[Va17] Vaswani, A., Shazeer, N., Parmar, N., Uszkoreit, J., et al.: Attention Is All You Need

https://arxiv.org/abs/1706.03762


Appendix C: Adapter Fusion
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[Pf21] Pfeiffer, J., Kamath, A., Rücklé, A., et al.: AdapterFusion: Non-Destructive Task Composition for Transfer Learning

https://arxiv.org/pdf/2005.00247.pdf


Appendix D: Houlsby Adapter
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[Pf21] Houlsby, N., Giurgiu, A., Jastrzebski, S., et al.: Parameter-Efficient Transfer Learning for NLP: 

https://arxiv.org/pdf/2005.00247.pdf


• Literature review

• Thesis experiments

Can adapter-based approaches outperform other knowledge 
injection methods in downstream tasks (Blurb, claim verification)?

• Literature review

• Thesis experiments

How does the performance of KELMs in closed domains compare to
open domain performance?

• Thesis experiments

• SciWalker

How do models trained on a private ontology (e.g., OntoChem) 
compare to models trained on public ontologies (e.g., UMLS)?

• Survey and Interviews

• Mini-workshops on knowledge enhancement with adapters

Is there interest in the results of this thesis amongst medical 
professionals and can they make use of biomedical KELMs?

Appendix E: Initial Research Questions
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Appendix F: Perceived Implication
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Appendix G: Survey Participant Background
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1. What is your (aspired) specialty? 2. Years of practice in your field of expertise?

Psychiatry Currently in training/Student

Genetics Currently in training/Student

Microbiology Currently in training/Student

Data Scientist (Medical) <5 years

August Staimann Currently in training/Student

biostatistics <5 years

Optometry Currently in training/Student

training/Student Currently in training/Student

medical technology Currently in training/Student

Undecided Currently in training/Student

5-10 years

Plastic surgery Currently in training/Student

designing <5 years

Data science 5-10 years

Consultant medical doctor (obstetrics and gynaecology) Currently in training/Student

Brain computer interfaces Currently in training/Student

Innere Currently in training/Student

Psychiatrie Currently in training/Student

Chirurgie Currently in training/Student

Experimentelle unfallchirurgische Forschung <5 years

Innere Medizin (hausärztlich) 20-30 years

Psychiatrie und Psychotherapie Currently in training/Student

Innere Medizin Currently in training/Student

Allgemeinmedizin Currently in training/Student

Innere Currently in training/Student

Pädiatrie Currently in training/Student

Physiologie Forschung >30 years

Öffentliche Apotheke <5 years

Notfallpflege >30 years

Orthopädie Currently in training/Student

Chirurgin Currently in training/Student

TBD Currently in training/Student

Pathologie 10-20 years
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